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Abstrat

A prinipal aquires information about a shok and then disloses it to

an agent. After the dislosure, the prinipal and agent eah deide whether

to take ostly preparatory ations that yield mutual bene�ts but only when

the shok strikes. The prinipal maximizes his expeted payo� by ex ante

ommitting to the quality of his information, and the dislosure rule. We show

that even when the aquisition of perfet information is ostless, the prinipal

may optimally aquire imperfet information when his own ation eliminates

the agent's inentive to take ation against the risk.

Key words: endogenous information, dislosure, signal quality, transpareny,

spei� investment, strategi ignorane.
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1 Introdution

Preparing for a variety of natural, soial, and eonomi shoks is an important task

of every government. Many governments appropriate a large amount of money on

researh into the foreasting of suh natural shoks as hurrianes, snow storms and

other extreme weather onditions, earthquakes, epidemi outbreaks, and so on.

1

Along with foreasting, a government's strategies to prepare for those shoks

typially involve two forms of interventions. The �rst is a diret intervention that is

implemented at the government's own ost. The seond is an indiret intervention

that onsists of raising publi awareness of the risk of the shoks and advising the

publi to take preparatory ations themselves. In the ase of an epidemi outbreak,

for example, the diret interventions inlude striter quarantine ontrol, building

depressurized rooms at hospitals, inreasing the stok of anti-virus mediines, and

so on. On the other hand, an indiret intervention onsists of advie to the publi

to reeive vainations, avoid traveling and exerise hygiene praties. Likewise,

against earthquakes, diret interventions inlude enforing striter building odes

and reinforing publi buildings suh as shools and highways, while indiret inter-

ventions inlude advie to the publi to reinfore their own houses, prepare food

stoks, and purhase earthquake insurane. Unlike diret interventions, it is the

publi themselves who bear the ost of the advised ation.

2

The essential feature of

many of these preparatory ations is that they are spei� investment in the sense

that they have value only when the shok strikes.

It is argued by some that the poliy of spending muh money on foreasting

shoks and at the same time advising the publi to take preparatory measures

is inonsistent.

3

One interpretation of this laim is as follows: If the aurate

foreasting of a shok is possible, then the publi is led to think that timely diret

1

For example, National Oeani and Atmospheri Ageny (NOAA) of the United States budgeted

more than $2,000 million on weather servies and satellites. Its joint polar satellite system (JPSS),

whih is used for mid-range weather foreasts, alone ost US$382 million in FY2010 (\NOAA

warns weather foreasts will su�er from budget uts," Washington Post 03/31/2011). As another

example, the US Geologial Survey budgeted more than US$90 million for researh into geologi

hazard assessments in FY2010.

2

Skou�as (2003) disusses the strategies employed by households and publi agenies to mitigate

the damages of eonomi rises and natural disasters. Some indiret interventions involve publi

expenditure as in the ase of subsidies for vaination programs, or those for the installation of

solar panels.

3

See Saito (2008).
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interventions will save them ostly e�orts. On the other hand, from the point of

view of the government, indiret interventions are muh less ostly and the publi's

own ation is often more e�etive in mitigating the damage.

The purpose of this paper is to provide a formal examination of the above logi

in a stylized model where a prinipal (government) aquires information and then

disloses it to an agent (the publi). We present the possibility of strategi obsurity

by showing that the prinipal may �nd it optimal to aquire imperfet information

when the agent an free-ride on his e�ort. A more detailed desription of the model

is as follows: Faing the risk of a shok, the prinipal hooses whether to aquire

information about the shok and if he does, what foreasting tehnology to use

to generate his information. The foreasting tehnology determines the quality

of his private information about the risk of the shok. The set of tehnologies

available to the prinipal ontains the perfet tehnology that yields a perfetly

informative signal about the ourrene of the shok as well as a ontinuum of

imperfet tehnologies that yield a noisy signal about it. Choie of any tehnology

is ostless. Upon aquiring information, the prinipal determines whether to take a

preparatory ation, and at the same time advises the agent on whether he should

take a ostly preparatory ation. The preparatory ations yield mutual bene�ts only

when the shok strikes so that taking no ation is dominant for both parties in the

event of no shok. In the event of a sure shok, on the other hand, we suppose that

the net bene�ts of the ations are suh that the prinipal has a dominant strategy

of taking ation, whereas the agent �nds it optimal to take ation if and only if

the prinipal does not. This reates the fundamental ommitment problem for the

prinipal who is better o� when the agent makes unilateral e�ort than when he takes

unilateral ation himself.

We �rst show that when the prior probability of the shok is moderately high,

aquiring no information is better for the prinipal than aquiring perfet informa-

tion. When the prior probability is low, however, perfet information is superior

to no information. Our question hene is: Does the optimal poliy entail imperfet

information even when the prior probability is low? To answer this question, we

onsider a simple model with binary signals. As mentioned above, the prinipal �rst

hooses and ommits to the foreasting tehnology and dislosure rule. Regardless

of the hoie of the information tehnology, taking no ation is a dominant strategy

for him when he observes the low-risk signal. Hene, the tehnology determines his

inentive only at the high-risk signal. When the tehnology is lose to perfet, the
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high-risk signal is a strong indiator of the ourrene of the shok, and fores the

prinipal to take ation. This eliminates the inentive of the agent to take ation,

and there exists no dislosure rule that indues ation from him. On the other

hand, when the tehnology is suÆiently imperfet, the high-risk signal is a mild

indiator of the ourrene of the shok, and allows the prinipal to take no ation

himself while making it inentive ompatible for the agent to take ation. In other

words, the imperfet information tehnology generates a signal that an be used as

a ommitment devie for the prinipal to implement the unilateral ation by the

agent. When the marginal bene�t of the agent's unilateral ation to the prinipal is

signi�antly larger than that of the prinipal's own unilateral ation to himself, we

show that the optimal poliy indeed entails imperfet information, and also that the

optimal tehnology is the most aurate one that does not interfere with the prin-

ipal's inentive to take no ation at the high-risk signal. Furthermore, the optimal

dislosure rule pools advie in the sense that it advises the agent to take ation at

the high-risk signal, and also at the low-risk signal with positive probability. We

further show that even if the prinipal must fully dislose his private signal, the

same imperfet information tehnology is optimal under the same payo� ondition.

In this sense, we show that strategi obsurity results from information aquisition

and not from information dislosure.

The paper is organized as follows: After the disussion of the related literature

in the next setion, we formulate a model of information aquisition and dislosure

in Setion 3. Setion 4 presents some preliminary analysis. Setion 5 analyzes

the prinipal's payo�s under the perfet information and no information poliies.

Optimality of imperfet information is established in Setion 6. We onlude in

Setion 7 with a disussion.

2 Related Literature

Deision making in the fae of a natural shok is a lassial subjet in both the

theoretial and empirial literature. Nelson and Winter (1964) study the weather

foreasting system that maximizes the welfare of its user who must deide whether

to take a protetive ation against rain. Howe and Cohrane (1974) study the

deision problem faed by authorities under a snow storm foreast. Their empirial

observation on the \relutane on the part of snow removal authorities to be sensitive

to any but very severe foreasts in making operation deisions" is onsistent with the
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optimal poliy in the urrent paper. Brookshire et al. (1985) show that the expeted

utility hypothesis is a reasonable desription of deision-making behavior faing a

low-probability, high-loss event of an earthquake. Lewis and Nikerson (1989) study

the interation of self-insurane and publi interventions against natural disasters.

Information aquisition and dislosure is an inreasingly popular topi in the

theoretial literature. Combination of the following elements is a distinguishing

feature of the present model and has not been studied together to the best of our

knowledge.

� The prinipal ommits ex ante to information aquisition and information

dislosure poliies.

4

� Information aquisition is ostless.

� The prinipal has a ontinuous hoie of information quality.

5

Prinipal-agent models of information aquisition in the literature are divided

into two groups depending on who aquires information.

6

Cremer et al. (1998a,

b), Kessler (1998), Lewis and Sappington (1997), Szalay (2005, 2009), and Dai et

al. (2006) study the design of an optimal ontrat when an agent an privately in-

vest resoures to aquire information either before or after the ontrat is signed.

7

In these models, positive ost of information aquisition is a ritial element that

determines the form of an optimal ontrat as well as the agent's deision to beome

informed. The seond lass of models assume information aquisition by the prini-

pal and examine whether ignorane helps the prinipal ommit to some deision in

a subsequent interation with the agent. Among others, Dewatripont and Maskin

(1995) show that simple ontrats based on the limited observation of variables may

be superior to more omplete ontrats when renegotiation is possible, and Cremer

(1995) shows that the prinipal may hoose to aquire no information about the

agent's produtivity in a dynami model with adverse seletion.

8

Like these models,

we assume that the prinipal aquires information and then plays a game against

4

Matthews and Postlewaite (1985) study a model of sales where a seller tests the quality of his

good and then disloses it to a buyer.

5

Szalay (2009) analyzes the ontinuous hoie of information quality.

6

Information aquisition is also studied in a more abstrat mehanism design setting as well as

in autions.

7

See also Lewis and Sappington (1993).

8

Carrillo and Mariotti (2000) demonstrate strategi ignorane by a deision maker who has

time-inonsistent preferenes.
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the agent.

9

We show that even when omplete ignorane annot serve as a ommit-

ment devie, a variable degree of inomplete ignorane (i.e., aquisition of imperfet

information) may still be a useful ommitment devie.

The hoie of signal quality in information dislosure problems is studied by

Lewis and Sappington (1994) and Bergemann and Pesendorfer (2007), who both

analyze a seller's problem when he hooses the quality of buyers' private signals.

In these models, hene, the player who ontrols the signal quality does not observe

the resulting information. Kamenia and Gentzkow (2011) study information a-

quisition by a sender when the signal is publily observable as in the ase of full

dislosure in our model. When the sender has no ation to take, they ask whether

or not aquisition of some information dominates no information.

10

In ontrast, our

fous is on the omparison between the aquisition of imperfet information and

that of perfet information when the sender of information also has an ation to

take.

Finally, it is also possible to relate our �nding to the literature on government

transpareny, whih asks whether dislosure of a government's private information

indues ineÆient oordination by the publi and reates uninsurable risks. Our

onlusion points to the possibility that even full dislosure takes plae, the on-

tent of information may be less than what is potentially available if information

aquisition is endogenous.

11

3 Model

There are a prinipal (player 1) and an agent (player 2) faing the risk of a shok.

The shok orresponds to one of the two states of the world ! 2 
 = f0; 1g: The

shok ours in state ! = 1 and does not in state ! = 0. The prior probability of the

shok equals p = P (! = 1) 2 (0; 1). Before the state is realized, eah player i either

\takes ation" (a

i

= 1) or not (a

i

= 0) against the shok. Denote by A

i

= f0; 1g

the set of ations of player i. We suppose that ations are taken simultaneously

after the dislosure. The players' payo�s depend on the ation pro�le and the state.

9

Lak of ommitment by a mehanism designer is studied by Bester and Strausz (2000), and

Skreta (2006). Note that soliitation of agents' private information is absent in our model.

10

Radner and Stiglitz (1984) also disuss the suboptimality of no information in a single-person

deision-making problem.

11

The literature originates with Hirshleifer (1971), and subsequent developments inlude Morris

and Shin (2002), Svensson (2006) and Walsh (2007).
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Spei�ally, player i's payo� under the ation pro�le a = (a

1

; a

2

) in state ! is given

by

v

i

(a; !) = u

i

(a)! � 

i

a

i

:

Hene, the players bene�t from the ations only when there is a shok (! = 1), but

inur the ost 

i

> 0 of taking ation even when there is no shok. Let

d

0

1

= u

1

(1; 0) � u

1

(0; 0); d

1

1

= u

1

(1; 1) � u

1

(0; 1);

d

0

2

= u

2

(0; 1) � u

2

(0; 0); d

1

2

= u

2

(1; 1) � u

2

(1; 0);

m

0

1

= u

1

(0; 1) � u

1

(0; 0); m

1

1

= u

1

(1; 1) � u

1

(1; 0):

m

0

2

= u

1

(1; 0) � u

1

(0; 0); m

1

1

= u

1

(1; 1) � u

1

(0; 1):

d

0

1

is the marginal bene�t of his own ation a

1

= 1 to the prinipal when it is

unilaterally taken, and d

1

1

is the marginal bene�t of a

1

= 1 when the agent also

hooses a

2

= 1. m

0

1

and m

1

1

are the marginal bene�ts of the agent's ation to the

prinipal when the prinipal himself hooses a

1

= 0 and a

1

= 1, respetively. d

0

2

,

d

1

2

, m

0

2

, and m

1

2

are the orresponding quantities for the agent. We also introdue

notation for the net bene�ts of one's own and the other's ations normalized by the

own ost of taking ation as follows:

Æ

0

1

=

d

0

1



1

� 1; Æ

1

1

=

d

1

1



1

� 1;

Æ

0

2

=

d

0

2



2

� 1; Æ

1

2

=

d

1

2



2

� 1;

�

0

1

=

m

0

1



1

; �

1

1

=

m

1

1



1

;

�

0

2

=

m

0

2



2

; �

1

2

=

m

1

2



2

:

Using this notation, we an express the simultaneous-move game played by the two

parties as:

G

0

:

a

2

= 0 a

2

= 1

a

1

= 0 0 �

2

0 0

a

1

= 1 0 �

2

�

1

�

1

(1)

in the no shok state (! = 0), and

G

1

:

a

2

= 0 a

2

= 1

a

1

= 0 u

2

(0; 0) u

2

(0; 0) + 

2

Æ

0

2

u

1

(0; 0) u

1

(0; 0) + 

1

�

0

1

a

1

= 1 u

2

(0; 0) + 

2

�

0

2

u

2

(0; 0) + 

2

(Æ

1

2

+ �

0

2

)

u

1

(0; 0) + 

1

Æ

0

1

u

1

(0; 0) + 

1

(Æ

1

1

+ �

0

1

)

(2)
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in the shok state (! = 1). We assume that

d

0

1

� d

1

1

> 

1

, Æ

0

1

� Æ

1

1

> 0; (3)

d

0

2

> 

2

> d

1

2

, Æ

0

2

> 0 > Æ

1

2

; (4)

m

0

1

> d

0

1

� 

1

, �

0

1

> Æ

0

1

: (5)

(3) and (4) show that the two players' ations are strategi substitutes: The marginal

bene�t of the own ation is higher when it is unilateral. Furthermore, (3) says that

a

1

= 1 is a dominant ation for the prinipal (player 1) in the event of a sure shok,

and (4) says that the agent (player 2)'s best response is to take ation when the

prinipal does not, and vie versa, again in the shok state. (5) says that for the

prinipal, the marginal bene�t of the agent's unilateral ation is higher than the net

marginal bene�t of his own unilateral ation. We also assume that

d

0

2



2

>

d

0

1



1

, Æ

0

2

> Æ

0

1

: (6)

In other words, when normalized by its ost, the agent's unilateral ation raises his

own utility more than the prinipal's unilateral ation raises his. This is a natural

assumption to make in view of the fat that the publi's own preparatory ations

are often small-sale but e�etive, whereas the government's intervention is often

designed to protet the entire population of a region or a ountry and hene is ostly.

When the prinipal hooses to aquire information, he observes signal � in a

�nite set �. His foreasting tehnology r determines the level of auray of � in a

sense made preise below. Let f

!;r

(�) denote the probability of signal � in state !

when the foreasting tehnology is r.

The timing of events is as follows. First, the prinipal hooses his foreasting

tehnology r and dislosure rule g, whih determines his non-binding advie to the

agent as a funtion of the signal �. The agent observes both r and g. The prinipal

observes �, and then disloses it to the agent in the form of advie to the agent

on whether or not he should take ation. After the dislosure, both parties hoose

ations simultaneously. Finally, the state is realized and the players reeive payo�s.

The prinipal's hoie of an advie given the observation of � is expressed by

a dislosure rule g : � ! [0; 1℄: g(�) is the probability that ation a

2

= 1 is

advised to the agent when � is observed. The prinipal's poliy is a pair (r; g)

of his foreasting tehnology and dislosure rule. By the generalized revelation

priniple of Myerson (1982), the present formulation that the dislosure takes the

8



form of advie to the agent is without loss of generality.

12

We assume that the

poliy (r; g) is hosen in advane and is publily announed. Publi observability of

the foreasting tehnology r is a reasonable assumption given that it usually entails

publily observable ativities suh as launhing a satellite, building a superomputer

or a network of sensors, and so on. We also assume that the prinipal ommits to his

dislosure rule g in the sense that for any signal �, his advie is generated aording

to the distribution (1� g(�); g(�)) over A

2

= f0; 1g.

13

To summarize, the prinipal with private signal � believes that game G

!

in (1)

and (2) is played with probability P (! j �), where the probability distribution P

depends on his foreasting tehnology r. On the other hand, the agent who reeived

the advie �

2

believes that game G

!

is played with probability P (! j �

2

), where the

probability distribution P now depends on the prinipal's poliy (r; g). Unless � is

publily observable, hene, the two parties attah di�erent probabilities to the two

games.

Given a poliy (r; g), eah player's strategy is de�ned as follows. The prinipal's

strategy �

1

: ��A

2

! f0; 1g hooses an ation as a funtion of the observed signal

� as well as the realization of his random advie to the agent. On the other hand,

the agent's strategy �

2

: f0; 1g ! f0; 1g hooses an ation as a funtion of the

prinipal's advie. Denote by �

2

the random variable representing the prinipal's

advie to the agent. Then �

1

(�; �

2

) denotes the random variable representing the

prinipal's ation. Let �

�

2

be the obedient strategy suh that �

�

2

(a

2

) = a

2

for any

a

2

2 f0; 1g. We denote by �

i

(� j r; g) player i's ex ante expeted payo� under the

strategy pro�le � = (�

1

; �

2

) and the poliy (r; g). Expliitly, they are given by

�

1

(� j r; g) = E

h

u

1

(�

1

(�; �

2

); �

2

(�

2

))! � 

1

�

1

(�; �

2

)

i

;

�

2

(� j r; g) = E

h

u

2

(�

1

(�; �

2

); �

2

(�

2

))! � 

2

�

2

(�

2

)

i

;

(7)

12

Alternatively, we ould speify a dislosure rule as a pair of the message spae Y and the

mapping g : � ! Y . For example, (g; Y ) suh that Y = � and g(�) = � orresponds to full

dislosure, (g; Y ) suh that Y = f0g orresponds to no dislosure. To be fully onsistent with the

revelation priniple, we would need to suppose that advie to the agent is a (randomly hosen) mixed

ation. This, however, is not relevant in the present model and we adopt a simpler formulation

where the advie is a pure ation even though it may be randomly generated.

13

This is a standard assumption in the information revelation literature, and is most likely justi�ed

for dislosure by a publi setor, where adherene to the publily announed rule is veri�able through

oÆial douments. Randomization may be more diÆult to justify, but it is assumed here to better

illustrate the point that our main �nding on the optimality of imperfet information holds true

whether the dislosure rule is deterministi or not.

9



where the expetation is taken over the state !, the signal � as well as the random

advie �

2

. The strategy pro�le � is a (Bayes-Nash) equilibrium under (r; g) if �

i

(� j

r; g) � �

i

(�

0

i

; �

j

j r; g) for any �

0

i

and i 6= j.

14

A poliy (r; g) is inentive ompatible if

there exists a strategy �

1

of the prinipal suh that (�

1

; �

�

2

) is an equilibrium under

(r; g). For an inentive ompatible poliy (r; g), if �

1

is understood, we simply write

�

i

(r; g) for the equilibrium payo� �

i

(�

1

; �

�

2

j r; g).

An inentive ompatible poliy (r; g) is optimal if there exists no other inentive

ompatible poliy that yields a stritly higher equilibrium payo�. In other words,

(r; g) is optimal if there exists �

1

suh that � = (�

1

; �

�

2

) is an equilibrium under

(r; g), and for any poliy (r

0

; g

0

) under whih �

0

= (�

0

1

; �

�

2

) is an equilibrium for

some �

0

1

, we have

�

1

(� j r; g) � �

1

(�

0

j r

0

; g

0

):

4 Preliminary Analysis: Publily Observable �

As a benhmark, we �rst onsider the equilibrium ation pro�le when the signal �

is publily observable. We suppose in this setion that the strategies �

1

and �

2

of

both the prinipal and the agent are funtions of � alone and are pure. Let the

tehnology r be given. When the signal is �, the prinipal hooses a

1

= 1 if

E

!

[u

1

(1; �

2

(�))! j �℄� 

1

> E

!

[u

1

(0; �

2

(�))! j �℄ :

Upon simpli�ation, we see that

�

1

(�) = 1 if

8

<

:

f

0;r

(�)

f

1;r

(�)

<

pÆ

1

1

1�p

and �

2

(�) = 1, or

f

0;r

(�)

f

1;r

(�)

<

pÆ

0

1

1�p

and �

2

(�) = 0.

Sine Æ

1

1

� Æ

0

1

by assumption, it follows that a

1

= 1 is a dominant ation for the

prinipal if the likelihood ratio

f

0;r

(�)

f

1;r

(�)

<

pÆ

1

1

1�p

. Conversely, a

1

= 0 is a dominant

ation for the prinipal if the likelihood ratio >

pÆ

0

1

1�p

. As for the agent, he hooses

a

2

= 1 if

E

!;�

[u

2

(�

1

(�); 1)! j �℄� 

2

> E

!;�

[u

2

(�

1

(�); 0)! j �℄ :

Equivalently, we have

�

2

(�) = 1 if

8

<

:

f

0;r

(�)

f

1;r

(�)

<

pÆ

1

2

1�p

and �

1

(�) = 1, or

f

0;r

(�)

f

1;r

(�)

<

pÆ

0

2

1�p

and �

1

(�) = 0.

14

Use of a stronger notion of equilibrium does not a�et the onlusions of the paper.
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Sine Æ

1

2

< 0 by assumption, the agent never hooses a

2

= 1 when a

1

= 1. To sum-

marize, we an desribe the equilibrium ation pro�le as follows when � is publily

observable:

(�

1

(�); �

2

(�)) =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

(0; 0) if

f

0;r

(�)

f

1;r

(�)

>

pÆ

0

2

1�p

.

(0; 1) if

f

0;r

(�)

f

1;r

(�)

2

�

pÆ

0

1

1�p

;

pÆ

0

2

1�p

�

,

(1; 0) or (0; 1) if

f

0;r

(�)

f

1;r

(�)

2

�

pÆ

1

1

1�p

;

pÆ

0

1

1�p

�

,

(1; 0) if

f

0;r

(�)

f

1;r

(�)

<

pÆ

1

1

1�p

,

(8)

This exerise shows that the likelihood ratio of the two states given the signal � is

what determines the equilibrium behavior at �.

5 Optimal Poliy with Imperfet Information

We now return to our original setup where the prinipal's signal � is his private

information. In what follows, we suppose for onreteness that � is drawn from the

binary set � = f`; hg aording to the following distribution onditional on !:

15

! = 1 ! = 0

� = h 1� r r

� = ` r 1� r

The foreasting tehnology r satis�es r 2

�

0;

1

2

�

. We an interpret h and ` as high

and low risk signals, respetively, beause r <

1

2

implies that the likelihood ratios

are ordered as:

f

0;r

(h)

f

1;r

(h)

<

f

0;r

(`)

f

1;r

(`)

:

Note that r = 0 orresponds to perfet information sine ! = 0 results in � = `, and

! = 1 results in � = h.

Let us �rst suppose that the prinipal (player 1) aquires no information. In

this ase, the equilibrium is determined by the prior probability alone. Sine we an

identify

f

0;r

(�)

f

1;r

(�)

= 1 under no information, (8) implies that the equilibrium ation is

15

See Aoyagi (2013) for the analysis of a ontinuous signal model.
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given by

(�

1

; �

2

) =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

(0; 0) if

pÆ

0

2

1�p

< 1 , p <



2

d

0

2

,

(0; 1) if

pÆ

1

1

1�p

< 1 <

pÆ

0

2

1�p

, p 2

�



2

d

0

2

;



1

d

0

1

�

,

(1; 0) or (0; 1) if

pÆ

1

1

1�p

< 1 <

pÆ

0

1

1�p

, p 2

�



1

d

0

1

;



1

d

1

1

�

,

(1; 0) if

pÆ

1

1

1�p

> 1 , p >



1

d

1

1

.

Sine u

1

(1; 0) � 

1

< u

1

(0; 1) by (5), the prinipal is better o� with (a

1

; a

2

) = (0; 1)

than with (a

1

; a

2

) = (1; 0). It follows that the optimal poliy in the seond ase

above should have (a

1

; a

2

) = (0; 1). Hene, the ation pro�le under the optimal no

information poliy is given by

16

(�

1

; �

2

) =

8

>

>

>

<

>

>

>

:

(0; 0) if p <



2

d

0

2

(0; 1) if



2

d

0

2

� p <



1

d

1

1

,

(1; 0) if p �



1

d

1

1

,

and the prinipal's payo� is given by

�

1

(� j r; g) =

8

>

>

>

<

>

>

>

:

pu

1

(0; 0) if p <



2

d

0

2

.

pu

1

(0; 1) if



2

d

0

2

� p <



1

d

1

1

,

pu

1

(1; 0) � 

1

if p �



1

d

1

1

.

(9)

Suppose next that the prinipal aquires perfet information r = 0. In this ase,

the likelihood ratio

f

r;0

(�)

f

1;r

(�)

= 0 for � = h and =1 for � = `. Note from (8) that in

neither ase, the agent (player 2) hooses a

2

= 1 in equilibrium. It follows that an

inentive ompatible poliy must advise no ation for any �. Therefore, the ation

pro�le under the perfet information poliy is given by

(�

1

; �

2

) =

8

<

:

(1; 0) if � = 1,

(0; 0) if � = 0,

and the prinipal's ex ante expeted equilibrium payo� equals

�

1

(� j r; g) = pfu

1

(1; 0) � 

1

g � �

0

1

: (10)

16

When full implementation is an issue, the prinipal's preferred hoie may not always be im-

plemented. If the prinipal's least preferred hoie is implemented, (a

1

; a

2

) = (0; 1) is hosen only

when p 2

�



1

d

0

2

;



1

d

0

1

�

. Aordingly, the region where no information dominates perfet information

in Figure 1 is smaller.
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Intuitively, if the agent (player 2) knows that the prinipal (player 1) knows the

state, he will not hoose a

2

= 1 beause he knows that the prinipal hooses a

1

= 1

in state 1. Sine the prinipal advises no ation at any �, the optimal poliy under

perfet information entails no dislosure. On the other hand, the above pro�le is

also equivalent to what happens when the prinipal aquires perfet information

and then fully disloses it to the agent.

Comparison of the prinipal's payo� under no information in (9) and that un-

der perfet information in (10) is summarized in the following proposition and is

illustrated in Figure 1.



2

d

0

2



1

d

1

1

1

p

perfet information (�

0

1

)

no information

Figure 1: Prinipal (Player 1)'s payo�s under perfet information and no information

Proposition 1 a) If p <



2

d

0

2

or p >



1

d

0

1

, then perfet information yields the greater

expeted payo� to the prinipal than no information.

b) If p 2

�



2

d

0

2

;



1

d

0

1

�

, then no information yields the greater expeted payo� than perfet

information.

Intuitively, no information dominates perfet information if the prior p is in the

intermediate range so that under no information, the prinipal an ommit to no

ation and indue the agent to take ation unilaterally. When p is above this range,

the shok is too likely for the prinipal to ommit to no ation, and when it is below

13



this range, the shok is too unlikely for the agent to take ation even unilaterally. In

these ases, perfet information is better than no information. We an interpret the

observation in Proposition 1(b) as one expression of the value of strategi ignorane

mentioned in Setion 2. Our fous in subsequent setions is hene on the ase where

p is small so that omplete ignorane is inferior to perfet information.

We are now ready to analyze imperfet information poliies. In this ase, we show

that the prinipal hooses his foreasting tehnology so as to ontrol the likelihood

ratio of the two states given some signal realization. In partiular, we show that he

uses a high-risk signal as a ommitment devie to implement (a

1

; a

2

) = (0; 1).

Given the onlusion above, we assume in the remainder of this setion that the

prior probability p of the shok state ! = 1 is low and satis�es

p �



2

d

0

2

,

pÆ

0

2

1� p

� 1: (11)

This in partiular implies that under no information, the agent does not take ation

even unilaterally.

For any tehnology r <

1

2

, taking no ation a

1

= 0 is dominant for him at � = `

sine

f

0;r

(`)

f

1;r

(`)

=

1� r

r

> 1 �

pÆ

0

2

1� p

>

pÆ

0

1

1� p

;

where the �rst inequality follows from r <

1

2

, the seond from (11), and the third

from (6).

Note that we an represent the dislosure rule g by a pair (y; z) where y, z 2

[0; 1℄ denote the probabilities that ation a

2

= 1 is suggested for signals h and `,

respetively:

g(�) =

8

<

:

y if � = h,

z if � = `.

(12)

Aording to the lassi�ation in (8), we onsider the following four possibilities

regarding the likelihood ratio at the high-risk signal � = h:

17

f

0;r

(h)

f

1;r

(h)

=

r

1� r

:

17

The analysis is little a�eted if there exists a extremely high-risk signal �

0

suh that when

the prinipal observes �

0

, he annot help taking ation regardless of his foreasting tehnology:

f

0;r

(�

0

)

f

1;r

(�

0

)

<

pÆ

1

1

1�p

for any r.

14



Case 1.

f

0;r

(h)

f

1;r

(h)

<

pÆ

1

1

1� p

, r <

pÆ

1

1

1�p

1 +

pÆ

1

1

1�p

: (13)

In this ase, taking ation a

1

= 1 is dominant for the prinipal at � = h by (8). On

the other hand, he annot indue ation a

2

= 1 from the agent: If the agent learns

that � = `, he will hoose a

2

= 0 sine

f

0;r

(`)

f

1;r

(`)

> 1 �

pÆ

0

2

1� p

;

and if he learns that � = h, he will again hoose a

2

= 0 sine

f

0;r

(h)

f

1;r

(h)

>

pÆ

1

2

1� p

:

It follows that for no signal realization, the agent will hoose a

2

= 0. This in turn

implies that no dislosure rule (12) indues a

2

= 1 if r satis�es (13). The maximum

payo� in this ase hene is ahieved under perfet information r = 0.

Case 2.

f

0;r

(h)

f

1;r

(h)

�

pÆ

0

2

1� p

, r �

pÆ

0

2

1�p

1 +

pÆ

0

2

1�p

: (14)

In this ase, the agent has no inentive to take ation even unilaterally if he learns

that � = h. By the same logi as in the �rst ase, he has no inentive to take ation

if he learns that � = `. Hene, no dislosure rule (12) indues a

2

= 1 if r satis�es

(14).

Case 3.

pÆ

1

1

1� p

�

f

0;r

(h)

f

1;r

(h)

�

pÆ

0

1

1� p

,

pÆ

1

1

1�p

1 +

pÆ

1

1

1�p

� r �

pÆ

0

1

1�p

1 +

pÆ

0

1

1�p

: (15)

Case 4.

pÆ

0

1

1� p

�

f

0;r

(h)

f

1;r

(h)

�

pÆ

0

2

1� p

,

pÆ

0

1

1�p

1 +

pÆ

0

1

1�p

� r �

pÆ

0

2

1�p

1 +

pÆ

0

2

1�p

: (16)

We will deal with these two ases simultaneously. In Case 4, the prinipal (player 1)

observing � = h hooses a

1

= 0 and advises the agent (player 2) to hoose a

2

= 1.

Hene, when � = h, the ation pro�le (a

1

; a

2

) = (0; 1) is played with probability

15



one y = 1. In Case 3, on the other hand, the prinipal observing � = h hooses

a

1

= 1 when the agent hooses a

2

= 0, and hooses a

1

= 0 when the agent hooses

a

2

= 1. Hene, when � = h, the probability g(h) = y with whih ation pro�le

(a

1

; a

2

) = (0; 1) is played an be less than one, and (a

1

; a

2

) = (1; 0) is played with

probability 1� y. Hene,

y 2

8

<

:

[0; 1℄ if (15) holds,

f1g if (16) holds.

(17)

In both ases, the prinipal's ex ante expeted payo� under (r; g) is given by

�

1

(r; g) = p

h

(1� r) fu

1

(0; 1)y + fu

1

(1; 0) � 

1

g (1� y)g

+ r fu

1

(0; 1)z + u

1

(0; 0)(1 � z)g

i

:

On the other hand, the agent's inentive ompatibility ondition when advised to

take ation is given by

u

2

(1; 1)P (! = 1; �

1

= 1 j �

2

= 1) + u

2

(0; 1)P (! = 1; �

1

= 0 j �

2

= 1)� 

2

� u

2

(1; 0)P (! = 1; �

1

= 0 j �

2

= 1) + u

2

(0; 0)P (! = 1; �

1

= 1 j �

2

= 1)

(18)

The agent's inentive ompatibility ondition when advised to take no ation is

implied by (18) under (11). After some algebra, we see that (18) is equivalent to

Æ

0

2

y(1� r) + Æ

0

2

zr �

1� p

p

fyr + z(1� r)g (19)

We an hene write the prinipal's optimization problem as:

max

r;y;z

�

1

(r; g) subjet to z 2 [0; 1℄, f(15) or (16)g, (17), and (19). (20)

In what follows, we solve this maximization problem in two steps. First, we �x r

and solve for the optimal dislosure rule g

�

r

= (y

�

r

; z

�

r

) onditional on r. We then

solve for the optimal value of r.

Lemma 2 For any r satisfying (15) or (16), if g

�

r

= (y

�

r

; z

�

r

) is the optimal dislo-

sure rule onditional on r, then

a) y

�

r

= 1 so that a

2

= 1 is suggested with probability one at � = h.

b) z

�

r

=

pÆ

0

2

1�p

�

r

1�r

1�

pÆ

0

2

1�p

r

1�r

2 [0; 1℄.
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Proof. See the Appendix.

The intuition behind Lemma 2 is as follows: For the �rst observation, when

� = h and r satis�es (15) or (16), the agent has an inentive to take ation when

the prinipal does not. When � = h, hene, the prinipal an indue a

2

= 1

for free without violating the agent's inentive onditions (18). As for the seond

observation, the prinipal wants to indue a

2

= 1 as muh as possible even if � = `.

He does this by randomly advising a

2

= 1 when � = ` to the extent that there is no

slakness in the agent's inentive ondition (18).

Let ��

1

(r) = �

1

(r; g

�

r

) be the prinipal's payo� given r when the dislosure rule

is optimally hosen as in Lemma 2. The following proposition veri�es that ��

1

(r)

is stritly dereasing in r and hene maximized when r is at the lower end of its

admissible range (15) or (16).

Proposition 3 If (r

�

; g

�

) is the optimal poliy subjet to (15) or (16), then r

�

=

pÆ

1

1

1�p

1+

pÆ

1

1

1�p

<

1

2

and g

�

= g

�

r

�

, where g

�

r

is as de�ned in Lemma 2.

Proof. We an readily verify that

r(1� z

�

r

) =

r

1� r

1�

pÆ

0

2

1�p

1�

pÆ

0

2

1�p

r

1�r

is inreasing in r. Hene,

��

1

(r) = p

�

u

1

(0; 1) �m

0

1

r(1� z

�

r

)

	

is dereasing in r. Note also that r

�

=

pÆ

1

1

1�p

1+

pÆ

1

1

1�p

<

1

2

sine

pÆ

1

1

1�p

<

pÆ

0

2

1�p

� 1 by (6) and

(11).

The above proposition shows that the prinipal hooses r so that the likelihood

f

0;r

(h)

f

1;r

(h)

at signal � = h is just at the ritial level where he is indi�erent between taking

ation and not when a

2

= 1. In other words, he would prefer a more aurate signal

so long as it does not interfere with his own inentive to take no ation. Sine the

likelihood ratio at � = h is proportional to r for r small, and the ritial value

pÆ

1

1

1�p

is proportional to p for p small, it follows that the optimal imperfet information

tehnology r

�

is proportional to p when p is small. In partiular, r

�

! 0 as p! 0.

Having identi�ed the optimal imperfet information poliy in Proposition 3, we

now identify the suÆient onditions under whih it dominates the perfet informa-

tion poliy and hene is globally optimal. For this, we onsider an alternative poliy
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(r

�

; ĝ) that uses the same r

�

but advises a

2

= 1 only when � = h and advises a

2

= 0

otherwise: ĝ = (ŷ; ẑ) = (1; 0). Note that (r

�

; ĝ) is itself inentive ompatible, and

hene that the prinipal's payo� under the optimal poliy (r

�

; g

�

) is stritly larger

than that under (r

�

; ĝ):

��

1

(r

�

) > �

1

(r

�

; ĝ);

The following theorem presents a suÆient ondition for (r

�

; g

�

) to dominate perfet

information by omparing the prinipal's payo� under (r

�

; ĝ) with that under perfet

information �

0

1

= p fu

1

(1; 0) � 

1

g.

Theorem 4 Suppose that

�

0

1

Æ

0

1

� 2 ,

m

0

1

d

0

1

� 

1

> 2: (21)

Then the imperfet information poliy (r

�

; g

�

) in Proposition 3 dominates the perfet

information poliy and is optimal.

Proof. Note that �

1

(r

�

; ĝ) > p fu

1

(1; 0) � 

1

g if and only if

u

1

(0; 1) �m

0

1

r

�

> u

1

(1; 0) � 

1

, r

�

< 1�

Æ

0

1

�

0

1

:

This holds sine r

�

<

1

2

and (21) is equivalent to

1

2

< 1�

Æ

0

1

�

0

1

.

As noted above, any r satisfying (15) or (16) oupled with the dislosure rule

ĝ = (ŷ; ẑ) = (1; 0) is inentive ompatible. This dislosure rule, on the other hand,

is equivalent to full dislosure of � sine under full dislosure, the ation pro�le

(a

1

; a

2

) = (0; 1) is an equilibrium if and only if � = h by (8). Note also by (8)

that if r satis�es (16) with strit inequalities, then (a

1

; a

2

) = (0; 1) is the unique

equilibrium when � = h. Sine any suh r also satis�es r <

1

2

, the same ondition

(21) also ensures that (r; ĝ) dominates perfet information. The orollary below

summarizes this observation.

Corollary 5 Suppose that (21) holds. Then there exists an equilibrium under the

full dislosure of � with the imperfet foreasting tehnology r

�

that dominates the

perfet information poliy. Furthermore, for any r satisfying

pÆ

0

1

1�p

1 +

pÆ

0

1

1�p

< r <

pÆ

0

2

1�p

1 +

pÆ

0

2

1�p

; (22)

the full dislosure of � with the imperfet foreasting tehnology r indues the unique

equilibrium that dominates the perfet information poliy.
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The suÆient ondition (21) is a strengthening of (5) and holds when the agent's

unilateral ation has a signi�antly larger impat on the prinipal's payo� than his

own unilateral ation. For example, suppose that the prinipal's payo� is written

in the form:

u

1

(a

1

; a

2

) = k

1

a

1

+ k

2

a

2

� a

1

a

2

;

where the ross produt term represents strategi substitution. Then the bene�t of

the agent's unilateral ation for the prinipal equals m

0

1

= u

1

(0; 1) � u

1

(0; 0) = k

2

,

and that of his own unilateral ation equals d

0

1

= u

1

(1; 0) � u

1

(0; 0) = k

1

. Hene,

(21) holds when k

2

> 2(k

1

� 

1

).

The above onlusion extends to alternative setups where the prinipal and the

agent move sequentially. Suppose �rst that the prinipal moves �rst. By hoosing

a

1

= 0, he reveals no additional information and hene an fore a

2

= 1 on the

agent when r = r

�

. It follows that the imperfet information poliy in Theorem 4

remains optimal under (21).

Suppose next that the agent moves �rst after the dislosure. In this ase, if

u

2

(1; 0) > u

2

(0; 1) � 

2

;

then the agent has no inentive to take ation under r = r

�

sine then he an

fore the prinipal to take ation by taking no ation himself.

18

However, if the

prinipal adopts a less aurate foreasting tehnology r that satis�es (22), then

(a

1

; a

2

) = (0; 1) an be implemented as a unique equilibrium when � = h even if

the agent is the �rst mover. Hene, the imperfet information poliy (r; g

�

r

) for any

suh r again dominates perfet information again under (21).

19

6 Conlusion

In a model of information aquisition and dislosure, we show that endogenous

information about the risk of a shok may be imperfet when the agent may free

ride on the prinipal's preparation e�orts. For a shok with moderately high prior

probability, the prinipal prefers no information to perfet information. On the

18

See (8).

19

One natural interpretation of the agent in our model is that they are in fat a ontinuum of

individuals. Under this interpretation, no single individual an inuene the prinipal's deision,

and the same onlusion as in the simultaneous setting holds even when those individuals move

before the prinipal.

19



other hand, for a shok with small prior probability, the prinipal prefers perfet

information to no information, but the optimal poliy may entail a stritly positive

degree of imperfetion. Spei�ally, we show that the full dislosure of imperfet

information may outperform perfet information.

The model adopts an extreme assumption that a perfetly informative signal

is ostlessly available to the prinipal. Of ourse, if aquisition of more aurate

information is more ostly, then it only reinfores the main onlusion of the paper.

When aquisition of perfet information is tehnologially infeasible, the relevant

question is whether the optimal information is less preise than what is tehno-

logially feasible. The answer naturally depends on the parameters, but the basi

intuition of the present analysis ontinues to be valid.

The sienti� assessment of a risk is often very diÆult to ommuniate to non-

experts. Furthermore, it is often observed that individuals overreat to a small

probability risk in some ases, and undermine a moderately high probability risk in

other ases. In this sense, the biggest hallenge for the sender of information may

be to indue the right ation from the reeivers taking into aount the imperfetion

and bias in their information proessing.

20

Theoretial investigation into suh a

proess would be an interesting topi of future researh.

Appendix

Proof of Lemma 2. a) If r satis�es (16), then y

�

r

= 1 by (17). Suppose then that

r satis�es (15). Let (r; g) be any inentive ompatible poliy with g(h) < 1. We

show that (r; �g) with

�g(�) =

8

<

:

1 if � = h,

g(�) otherwise,

is also inentive ompatible and yields a stritly higher payo� to the prinipal. By

our hoie of r, we have

Æ

0

2

(1� y)(1 � r) �

1� p

p

(1� y)r: (23)

Add side-by-side (23) to the inentive ompatibility ondition (19) for (r; g). The

resulting inequality is the inentive ompatibility ondition for (r; �g). That (r; �g)

20

See, for example, Eggers and Fishho� (2004) and Fishho� (1994, 2011) for the disussion of

ommuniation strategies when the reeivers have limited apabilities.

20



yields a stritly higher payo� to the prinipal is implied by (5): u

1

(0; 1) > u

1

(1; 0)�



1

.

b) The onlusion follows immediately one we substitute y = 1 into �

1

(r; g), and

rewrite the optimization problem (20) with respet to z as:

max

z

rm

0

1

z

subjet to z 2 [0; 1℄, and

�

1� p

p

(1� r)� Æ

0

2

r

�

z � Æ

0

2

(1� r)�

1� p

p

r. �
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